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ABSTRACT4

We calculate the adjustment to radiative forcing in a simple model of a mixed-layer ocean5

coupled to the overlying atmosphere. One application of the model is to calculate how6

dust aerosols perturb the temperature of the atmosphere and ocean, which in turn influence7

tropical cyclone development. Forcing at the top of the atmosphere (TOA) is the primary8

control upon both the atmospheric and ocean temperature anomalies, both at equilibrium9

and during most of the adjustment to the forcing. Ocean temperature is directly influenced10

by forcing only at the surface, but is indirectly related to forcing at TOA due to heat exchange11

with the atmosphere. Within a few days of the forcing onset, the atmospheric temperature12

adjusts to heating within the aerosol layer, reducing the net transfer of heat from the ocean13

to the atmosphere. For realistic levels of aerosol radiative forcing, the perturbed net surface14

heating strongly opposes forcing at the surface. This means that surface forcing dominates15

the ocean response only within the first few days following a dust outbreak, before the16

atmosphere has responded. This suggests that to calculate the effect of dust upon the17

ocean temperature, the atmospheric adjustment must be taken into account explicitly, and18

forcing at TOA must be considered in addition to the surface forcing. The importance of19

TOA forcing should be investigated in a model where vertical and lateral mixing of heat are20

calculated with fewer assumptions than in the simple model presented here. Nonetheless,21

the fundamental influence of TOA forcing appears to be only weakly sensitive to the model22

assumptions.23
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1. Introduction24

Where the atmosphere is mixed vertically, radiative forcing at the top of the atmosphere25

(TOA) has a greater influence upon the surface air temperature than forcing at the surface.26

This is because the atmosphere balances TOA forcing by adjusting outgoing longwave ra-27

diation (OLR), and most longwave radiation to space originates in the upper troposphere28

due to the longwave opacity of the air below. OLR depends strongly upon the upper tropo-29

spheric temperature, and because of vertical mixing of heat by deep convection, variations in30

temperature at this level lead to corresponding adjustments of the surface air temperature.31

The primary importance of TOA forcing to climate at the surface has long been recognized32

(e.g. Cess et al. 1985). For this reason, the climate effect of atmospheric constituents like33

greenhouse gases is often characterized by their radiative forcing at TOA (e.g. Forster et al.34

2007).35

The primacy of TOA forcing is illustrated by the response to dust radiative forcing in a36

general circulation model (Miller and Tegen 1998). Over the Arabian Sea during Northern37

Hemisphere (NH) summer, surface air temperature is virtually unchanged beneath a dust38

layer, consistent with the small aerosol forcing at TOA. The unperturbed temperature occurs39

despite strong negative forcing at the surface approaching 70Wm−2 in magnitude. The40

surface forcing is mainly balanced by a reduction in evaporation, affected by a reduction in41

the sea-air temperature difference through cooling of the ocean by a few tenths of a degree42

K. In another model with strong negative forcing at the surface, surface air temperature43

actually increases when the forcing at TOA is positive (Miller and Tegen 1999).44

Sea surface temperature (SST) is directly related to forcing at the surface, because the45

latter is a component of the surface energy budget. However, TOA forcing influences SST46

indirectly by perturbing the surface air temperature, which is coupled to SST through the47

turbulent exchange of latent and sensible heat along with net longwave radiation. These48

surface fluxes keep SST close to the surface air temperature so that at equilibrium, TOA49

forcing also has a primary influence on SST (e.g. Pierrehumbert 1995). However, after the50
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onset of radiative forcing, there is a period before the atmosphere has adjusted, when SST51

is influenced mainly by radiative forcing at the surface. In this article, we calculate the52

time-evolution of the ocean and atmospheric temperature to radiative forcing using a simple53

model proposed by Schopf (1983). We describe the transition between the initial period54

when SST adjusts to the surface radiative forcing, and the longer adjustment as the surface55

turbulent and longwave fluxes eventually bring SST and the atmospheric temperature into56

equilibrium with forcing at TOA. Our model shows that the initial influence of the surface57

forcing is limited to roughly a week and that forcing at TOA controls the magnitude of the58

SST anomaly over almost the entire duration of the adjustment. Our model also illustrates59

how the ocean comes into balance with the surface forcing, even though SST and surface air60

temperature are fundamentally controlled by forcing at TOA.61

One application of the model is to calculate the reduction of SST by aerosols, which in62

turn could influence tropical cyclones. Tropical cyclone activity in the North Atlantic is63

smaller during dusty years (Evan et al. 2006), when wind erosion over African deserts leads64

to unusually large amounts of soil dust particles transported offshore within the Saharan65

Air Layer (SAL) (Carlson and Prospero 1972). One hypothesis is that dust inhibits tropical66

cyclones by cooling the ocean through a reduction in radiation reaching the surface beneath67

the aerosol layer (Lau and Kim 2007b). This hypothesis has been tested in two ways.68

First, the SST anomaly measured or retrieved by satellite is regressed against aerosol optical69

thickness (AOT) or some measure of the aerosol forcing following a dust outbreak (e.g.70

Schollaert and Merrill 1998; Foltz and McPhaden 2008a; Martińez Avellaneda et al. 2010).71

This attribution is challenging because of other sources of SST variability: for example,72

clouds. An additional difficulty is that SST adjusts over a time scale of several months73

that encompasses multiple outbreaks, so that the relation between anomalies of SST and74

AOT that are simultaneous or separated by short lags may not reveal the true sensitivity.75

Alternatively, the hypothesis is tested by calculating the SST anomaly that results from76

the estimated forcing at the surface, and comparing its magnitude to that of observed SST77
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variations (e.g. Lau and Kim 2007a; Evan 2007; Lau and Kim 2007c; Foltz and McPhaden78

2008b,a; Evan et al. 2008, 2009; Martińez Avellaneda et al. 2010). This SST anomaly is79

calculated using an energy budget for the ocean mixed layer. In this article, we argue that the80

turbulent and longwave fluxes at the surface are an important feedback upon SST following81

surface radiative forcing by dust, and that these fluxes depend upon the atmospheric state.82

Dust radiative forcing at TOA thus must be accounted for in the calculation of SST, due to83

the influence of forcing at this level upon the surface air temperature.84

In Section 2, we describe the simple model of Schopf (1983) used to investigate the85

comparative influence of radiative forcing at the surface and TOA upon the evolution of86

atmospheric and ocean temperature anomalies. In Section 3, we calculate unforced solutions87

that contribute to the temperature adjustment. The time-dependent, forced response of88

temperature to aerosol radiative forcing is presented in Section 4. In Section 5, we examine89

some of the assumptions used to construct our model and their effect upon model behavior.90

Our conclusions are presented in Section 6, along with their implication for calculation of SST91

anomalies resulting from dust aerosols, and the interaction of dust with tropical cyclones.92

2. Simple Coupled Model93

We start with a model based upon Schopf (1983) that is illustrated schematically in94

Figure 1. The model consists of an atmosphere with surface pressure Ps over an ocean of95

depth h. Both layers are assumed to be well-mixed vertically so that temperature within96

each layer can be characterized by a value at a single level. The ocean layer is assumed to97

be stirred by the wind, while deep convection maintains a moist adiabatic lapse rate in the98

atmosphere. The main development region for Atlantic tropical cyclones is a region of active99

convection (Betts 1982). However, during NH summer, dust concentration is largest within100

the SAL, a duct of warm, dry air that is perched above the marine boundary layer due to101

its greater buoyancy acquired over the intensely heated Sahara desert. The vertical stability102
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of the atmosphere increases during dust outbreaks, when dust radiative forcing is largest,103

and deep convection is temporarily suppressed by an unusually strong Trade Inversion (e.g.104

Dunion and Velden 2004; Wong and Dessler 2005). We will reexamine the assumption of a105

fixed lapse rate in Section 5.106

In the absence of aerosol radiative forcing, solar radiation incident upon the surface is107

assumed to be balanced by ocean heat loss through a combination of turbulent fluxes of108

latent and sensible heat along with a net upward longwave flux. We assume that the ocean109

is warmer to allow this transfer of heat to the atmosphere. In response to aerosol forcing at110

the surface FS, the ocean temperature anomaly TO will adjust according to:111

ρhCp,o

∂TO

∂t
= k(TA − TO) − 4σT̄ 3

OTO + ǫ4σT̄ 3

ATA + FS, (1)

where ρ is the ocean density, and Cp,o is the specific heat of seawater at constant pressure.112

In addition, TA is the change in the atmospheric temperature due to aerosol forcing, σ is113

the Stefan-Boltzmann constant, T̄O is the unperturbed temperature of the ocean mixed-114

layer, and T̄A is the unperturbed temperature of the atmosphere whose longwave broadband115

emissivity is ǫ. On the right-hand side of (1), the first term represents the anomalous116

turbulent flux of latent and sensible heat that is approximated as proportional to the air-sea117

temperature difference. The terms −4σT̄ 3

OTO and ǫ4σT̄ 3

ATA represent the upward flux of118

longwave radiated by the ocean surface and the downward flux of atmospheric longwave,119

respectively. Eq. (1) assumes that TO and TA, the ocean and atmosphere temperature120

anomalies forced by dust, respectively, are small enough that the turbulent and longwave121

fluxes can be linearized.122

The corresponding energy budget for the atmosphere is:123

Ps

g
Cp,a

∂TA

∂t
= k(TO − TA) + 4ǫσT̄ 3

OTO − 8ǫσT̄ 3

ATA + (FT − FS). (2)

Here Ps is the pressure difference between the top and bottom of the atmospheric column124

that is mixed by deep convection, g is acceleration by gravity, and Cp,a is the specific heat125

of the atmosphere at constant pressure. On right hand side are the turbulent flux from the126
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ocean to the atmosphere, heating by the absorption of longwave emitted by the ocean, cooling127

by the divergence of longwave emitted by the atmosphere, and heating of the atmospheric128

column by aerosols, equal to the difference in forcing between TOA (FT ) and the surface.129

Our model has only vertical dependence and thus omits horizontal energy transport. The130

model is intended to interpret the relation between aerosol forcing and the ocean response131

in a specific region where tropical cyclones develop. The tropical atmosphere will adjust132

its temperature beyond the regional extent of the aerosol layer (Miller and Tegen 1999;133

Chou et al. 2005; Rodwell and Jung 2008). We will address the possible effect of dynamical134

adjustment upon the model behavior in Section 5.135

We divide both equations by the total heat capacity of the ocean ρhCp,o, and define:136

τK ≡
ρhCp,o

k
, τA ≡

ρhCp,o

ǫ4σT̄ 3

A

, τO ≡
ρhCp,o

4σT̄ 3

O

, and δ ≡
Ps

ρgh

Cp,a

Cp,o

. (3)

The parameters τK , τA, and τO are time scales representing the efficiency of heat exchange137

by the surface turbulent flux, along with longwave emission by the atmosphere and ocean,138

respectively. In Appendix A, we estimate numerical values based upon observations, and139

find that:140

τA ≈ τO ≫ τK . (4)

That is, the radiative adjustment times of the ocean and atmosphere are comparable, but141

both are much longer than the time scale governing heat exchange between the atmosphere142

and ocean. Expressed in terms of these time scales, the equations for the evolution of the143

ocean and atmospheric temperature become:144

∂TO

∂t
=

1

τK

(TA − TO) +
1

τA

TA −
1

τO

TO +
FS

ρhCp,o

, (5)

and:145

δ
∂TA

∂t
=

1

τK

(TO − TA) +
ǫ

τO

TO −
2

τA

TA +
FT − FS

ρhCp,o

. (6)

Note that the tendency of atmospheric temperature is multiplied by δ, a small number146

representing the heat capacity of the atmospheric column compared to that of the ocean147
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mixed layer. This ratio is small for two reasons. First, seawater has a heat capacity per unit148

mass roughly four times that of air. Second, the mass of an atmospheric column corresponds149

to about ten meters of seawater. In Appendix A, we estimate δ = 0.10, given a mixed-layer150

depth of 20m. Westward toward the Caribbean, the mixed layer may be several times deeper151

and δ is correspondingly smaller (de Boyer Monteǵut et al. 2004).152

3. Unforced Solutions153

We start by deriving unforced solutions to the coupled equations, because they contribute154

to the adjustment of the atmosphere and ocean to the new forced state.155

To find the unforced (i.e. homogeneous) solutions, we set the forcing to zero, and be-156

cause the remaining coefficients have no time dependence, we look for coupled solutions157

proportional to exp(−λt). This requires finding the eigenvalues λ that satisfy:158

det

∣

∣

∣

∣

∣

∣

∣

1

τK
+ 1

τA
− 1

τK
− 1

τO
+ λ

− 1

τK
− 2

τA
+ δλ 1

τK
+ ǫ

τO

∣

∣

∣

∣

∣

∣

∣

= 0

This leads to a quadratic in the product λτK :159

δ(λτK)2 −

[

δ

(

1 +
τK

τO

)

+

(

1 +
2τK

τA

)]

(λτK) +

[

τK

τA

+ (1 − ǫ)
τK

τO

+ (2 − ǫ)
τ 2

K

τAτO

]

= 0. (7)

For small values of δ, we can forego the exact but unwieldy solution to (7) provided by160

the quadratic formula, and look instead at the approximate eigenvalues, whose physical161

interpretation is more transparent.162

a. The Coupled (or ‘Slow’) Mode163

For one solution to (7), the variations of the atmosphere and ocean are tightly coupled.164

We describe this solution as the ‘coupled’ eigenvalue, denoted by λc:165

λ ≡ λc ≈

τK

τA
+ (1 − ǫ) τK

τO
+ (2 − ǫ)

τ2
K

τAτO
(

1 + 2τK

τA

)

τK

. (8)
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For an atmosphere that is opaque in the longwave (so that ǫ is near unity), the time scale166

λ−1

c corresponding to the eigenvalue can be further approximated as:167

λ−1

c = τA

(

1 + 2 τK

τA

1 + τK

τO

)

≈ τA =
ρhCp,o

4σT̄ 3

A

, (9)

where we have neglected terms of order τK

τA
and τK

τO
using (4). The eigenvalue corresponds168

to relaxation on a time scale that increases with the heat capacity of the ocean ρhCp,o, and169

decreases with the ability of the atmosphere to shed heat to space via longwave radiation170

(proportional to 4σT̄ 3

A). Additional longwave emission to space from the ocean surface and171

heat storage in the atmosphere result in corrections of order 1 − ǫ and δ, respectively.172

This is the coupled mode described by Schopf (1983), who showed that the ocean cools173

on a coupled time scale τA that depends upon the ability of the atmosphere to radiate174

longwave to space. This time scale is substantially longer than the relaxation time scale of175

an uncoupled ocean: a few years versus a few months in the latter case. For an uncoupled176

ocean, the atmosphere is fixed and the ocean cools according to the surface turbulent flux177

and longwave emission from the ocean surface into the atmosphere (corresponding to a time178

scale slightly faster than τK). Coupled adjustment is slower because atmospheric longwave179

emission to space is inefficient compared to surface heat transfer by the turbulent flux (c.f.180

eq. 4). We show in the next section that if the atmosphere is perturbed by the forcing, the181

ocean adjustment is delayed as a result of the coupling.182

In the coupled mode, the ocean temperature anomaly decays over the time scale λ−1

c183

according to (5), where the tendency reflects the imbalance between heat transfer to the184

atmosphere through radiation and turbulent exchange. In contrast, the imbalance in the185

atmospheric budget (6) is nearly zero compared to the individual surface fluxes. (More186

precisely, the imbalance is equal to δ ∂TA

∂t
, which is of order δ.) As the ocean temperature187

evolves as a result of the forcing, the atmospheric temperature adjusts to maintain quasi-188

equilibrium with the ocean, so that the net transfer of heat to the atmosphere is nearly189
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zero:190

δ
∂TA

∂t
= δ(−λcTA) = O(δ) =

1

τK

(TO − TA) +
ǫ

τO

TO −
2

τA

TA, (10)

so that191

TA =

(

1 + ǫ τK

τO

1 + 2 τK

τA

)

TO + O(δ
τK

τA

). (11)

According to (10), the atmosphere, with its heat capacity that is small compared to that192

of the ocean, stays in equilibrium with the ocean as TO changes. In the coupled mode,193

the ocean and atmospheric temperature anomalies are of the same order of magnitude. We194

define their ratio as αc such that:195

αc ≡
TO

TA

=
1 + 2 τK

τA

1 + ǫ τK

τO

+ O(δ
τK

τA

) ≈
1 + 2 τK

τA

1 + ǫ τK

τO

. (12)

b. The Atmospheric (or ‘Fast’) Mode196

The other root of (7) represents a comparatively short time scale:197

λ−1

a ≈
δτK

1 + 2 τK

τA

=

Ps

g
Cp,a

k + 2ǫ4σT̄ 3

A

(13)

This time scale corresponds to adjustment of an atmospheric temperature anomaly, de-198

pending upon the atmospheric heat capacity Ps

g
Cp,a and the efficiency of heat loss both to199

space (equal to 4ǫσT̄ 3

A) and into the ocean (equal to k + 4ǫσT̄ 3

A ). Because of the physical200

interpretation of λ−1

a , we refer to this mode as the ‘atmospheric’ mode.201

The ratio of the two eigenvalues is202

λc

λa

= O(δ
τK

τA

) (14)

That is, the adjustment time λ−1

a of the atmospheric mode is short and of order δ τK

τA
compared203

to the coupled time scale λ−1

c .204

For this eigenmode, the atmospheric and ocean temperature anomalies are related by:205

∂TO

∂t
= −λaTO =

1

τK

(TA − TO) +
1

τA

TA −
1

τO

TO, (15)
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so that:206

TO =

(

1 + τK

τO

1 + τK

τA

− δ−1
1 + 2τK

τA

1 + τK

τA

)

−1

TA

≡ αaTA ≈ −δ

(

1 + τK

τA

1 + 2τK

τA

)

TA (16)

For this mode, the atmospheric anomaly is greater than the ocean anomaly by order δ−1 and207

opposite in sign. Using (13) and (16), one can show that to order δ the dominant balances208

of the coupled system are:209

∂TO

∂t
≈

(

1

τK

+
1

τA

)

TA

∂TA

∂t
≈ −δ−1

(

1

τK

+
2

τA

)

TA, (17)

where the neglected terms are O(δ) compared to those retained. For the atmospheric mode,210

an atmospheric temperature anomaly is rapidly dissipated through transfer of energy to the211

ocean and space. According to (17), perturbations to TA make the predominant contribution212

to the net surface heat exchange (and the tendencies of TA and TO), compared to the effect213

of the ocean temperature anomaly. The ocean response is O(δ) smaller than TA due to214

the ocean’s greater heat capacity and thermal inertia, so that the ocean makes a negligible215

contribution to the net surface heat flux under the atmospheric mode.216

4. Response To Forcing217

Dust plumes are observed to extend over the ocean as a succession of aerosol clouds218

corresponding to individual dust storms and a temporary increase in aerosol radiative forcing219

(e.g. Chiapello et al. 1999). Nonetheless, we began with the case of forcing that is constant220

in time, as a guide to understanding the response to more realistic forcing.221
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a. Sudden Onset of Steady Forcing222

We calculate the response to steady forcing that begins abruptly:223

FT =











0 t < 0

FT,0 t ≥ 0

FS =











0 t < 0

FS,0 t ≥ 0
(18)

The atmospheric and ocean temperature anomalies are assumed to be zero initially so that:224

TA = TO = 0 at t = 0. (19)

1) Equilibrium Response to Steady Forcing225

In response to steady forcing, the atmosphere and ocean come into a new equilibrium,226

denoted by TA,E and TO,E respectively, that can be derived by setting the time derivatives227

of (5) and (6) to zero. Then,228

TA,E =

(

1 + τK

τO

)

F̃T,0 + (ǫ − 1) τK

τO
F̃S,0

1

τA
+ 1−ǫ

τO
+ (2 − ǫ) τK

τAτO

(20)

and229

TO,E =

(

1 + τK

τA

)

F̃T,0 + τK

τA
F̃S,0

1

τA
+ 1−ǫ

τO
+ (2 − ǫ) τK

τAτO

, (21)

where F̃T,0 ≡
FT,0

ρhCp,o
and F̃S,0 ≡

FS,0

ρhCp,o
.230

Regions of deep convection within the Tropics are typically humid throughout the depth231

of the troposphere (Sun and Oort 1995). As a result, longwave radiation from the surface is232

largely absorbed within the column, and most outgoing longwave to space originates within233

the upper troposphere. Even during dust outbreaks, when the aerosols are perched within234

the low humidity of the Saharan Air Layer (SAL) above the Trade Inversion (Prospero and235

Carlson 1970; Carlson and Prospero 1972), there can be substantial longwave absorption236

in the moist boundary layer underneath. Where there is large tropospheric absorption of237
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surface longwave, ǫ is near unity, so that the atmospheric temperature perturbation needed238

to balance the forcing is approximately:239

TA,E ≈ F̃T,0τA =
FT,0

ǫ4σT̄ 3

A

(22)

For an atmosphere that is opaque to longwave radiation from the surface, all OLR originates240

within the atmosphere. In this limit (ǫ → 1), the atmospheric temperature adjusts to balance241

the forcing at TOA, and is entirely controlled by the forcing at this level (Pierrehumbert242

1995). The climate sensitivity is the ratio of the surface temperature perturbation to the243

forcing, and according to (22) is approximated by τA, the time scale of longwave emission244

to space by the atmosphere. Due to the simplicity of our model, there are no amplifying245

feedbacks due to water vapor, the lapse-rate or clouds, for example.246

The sea-air temperature difference is:247

TO,E − TA,E =

(

1 − τA

τO

)

τK F̃T,0 +
[

1 + (1 − ǫ) τA

τO

]

τK F̃S,0

1 + (1 − ǫ) τA

τO
+ (2 − ǫ) τK

τO

. (23)

For ǫ near unity and ǫT̄ 3

A ≈ T̄ 3

O (so that τA ≈ τO), this can be written approximately as:248

FS,0 ≈ (k + 4σT̄ 3

O)(TO,E − TA,E) (24)

That is, the surface forcing is balanced by adjusting the sea-air temperature difference.249

The equilibrium temperature response is shown in Figure 2 for a range of forcing at250

TOA and at the surface. For an opaque atmosphere with ǫ equal to unity, the atmospheric251

temperature anomaly varies only with FT , according to (22), and even for smaller values of252

ǫ remains only a weak function of the surface forcing. In contrast, the sea-air temperature253

difference is a stronger function of FS as the net surface heat flux adjusts to balance the254

aerosol forcing at the surface. Figure 2 also shows that the ocean temperature anomaly255

TO,E depends mainly upon the TOA forcing, even though the ocean is forced directly only256

at the surface. This dependence of TO,E upon FT is because the ocean is coupled to the257

atmosphere through the surface heat flux. One practical consequence is that estimates of258
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ocean temperature trends forced by observed aerosol variations need to account for aerosol259

forcing at both the surface and TOA.260

As the atmosphere becomes increasingly transparent to longwave radiation, the ocean261

replaces the atmosphere as the predominant longwave emitter, radiating directly to space262

to balance the TOA forcing. In the limit of vanishing ǫ, the ocean temperature is con-263

trolled entirely by the forcing at TOA: TO,E = τOF̃T . In this limit, the atmospheric264

temperature remains a weak function of the surface forcing, and adjusts itself so that the265

anomalous surface heat flux balances the aerosol radiative divergence within the atmosphere:266

(

TA,E−TO,E

τK

)

= F̃T − F̃S.267

In our model, the compensation of the surface forcing through adjustment of the sea-268

air temperature difference results from our approximation that the turbulent fluxes can be269

written as proportional to this difference. While this is a common parameterization of the270

turbulent flux of sensible heat, representation of the evaporative or latent heat flux is more271

complicated, and TOA forcing can be important to evaporation, which has implications for272

how aerosol forcing affects the hydrological cycle (Xian 2008).273

2) Time-dependent Response to Steady Forcing274

To satisfy the initial condition that the atmosphere and ocean temperature anomalies275

are originally zero, we need to combine the solution to the forced problem (in this case the276

equilibrium solution) with the two unforced modes, so that the total solution is:277

TA = Ca exp(−λat) + Cc exp(−λct) + TA,E

TO = Caαa exp(−λat) + Ccαc exp(−λct) + TO,E (25)

where αa and αc are the ratio of TO to TA for each of the unforced eigenmodes, and given278

approximately by (12) and (16). The coefficients Ca and Cc are chosen so that TA = TO ≡ 0279
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at the onset of the forcing at t = 0. Thus, (25) becomes:280

0 = Ca + Cc + TA,E

0 = αaCa + αcCc + TO,E (26)

It can be shown that for small δ, the atmospheric mode (whose initial amplitude is given281

by Ca) is excited in proportion to FT,0 − FS,0, the aerosol radiative divergence within the282

atmosphere. Likewise, the initial coupled model amplitude Cc is proportional to FT,0 for283

τK ≪ τA.284

Figure 3 shows the response as a function of time for FT,0 = −5Wm−2 and FS,0 =285

−10Wm−2. These are typical climatological values of radiative forcing over the eastern286

subtropical Atlantic during NH summer, according to one model estimate (Miller et al.287

2004). Aerosol models as a group compute a wide range of dust concentration, so that the288

forcing is correspondingly uncertain (Zender et al. 2004; Huneeus et al. 2011). Moreover,289

our model is highly simplified, lacking the ability to transfer energy beyond the spatial290

extent of the dust cloud, along with various feedbacks including those due to changes in291

water vapor, the atmospheric lapse-rate, and clouds. For these reasons, the magnitude of292

our adjusted temperature response is unlikely to closely match the anomaly derived from293

observations or even a more realistic model. Consequently, the few examples of forcing we294

present are intended to be merely illustrative of the model behavior. (Because of the model’s295

linear dependence upon forcing, other solutions could be derived as linear combinations of the296

examples below.) What we believe is robust is the primary importance of TOA forcing during297

most of our model’s adjustment to forcing, which we will show to be relatively insensitive to298

the neglected model feedbacks and magnitude of the aerosol forcing.299

The atmospheric and ocean response are shown in red and blue, respectively in Figure 3.300

The bold line shows the total response. The dashed and dotted lines show the contributions301

to the total response by the coupled and atmospheric modes, respectively. Both unforced302

modes are important only initially because they decay with time. As a result, the total303

response approaches the equilibrium solution (denoted by a thin solid line). The top panel304
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shows the response during the first month when the atmospheric mode is rapidly decaying.305

Coincident with this decay is a rapid but modest warming of the atmosphere as the column306

temperature comes into balance with the heating FT −FS. This warming reduces the sea-air307

temperature difference and the net loss of heat from the ocean to the atmosphere, offsetting308

the surface forcing FS. Together the ocean and atmosphere cool over the time scale of the309

coupled mode (Figure 3b), until the adjusted temperature is in equilibrium with the forcing.310

The evolution of the energy budgets during the adjustment to the forcing is shown in311

Figure 4. The anomalous surface energy budget is shown in blue, with each anomalous flux312

expressed in Kday−1 and evaluated according to (5). Coincident with the rapid warming of313

the atmosphere during the first week, the anomalous turbulent flux of heat into the mixed314

layer (dashed) increases rapidly (Figure 4a). In equivalent terms, the loss of heat from the315

ocean to the atmosphere (i.e. including the unperturbed component) is reduced, offsetting316

the surface forcing (thin solid line). As a result, the ocean temperature no longer tracks317

the surface forcing, but eventually comes into balance with the TOA forcing. Over the318

longer interannual time scale corresponding to λ−1

c (Figure 4b), the ocean cools, and both319

the turbulent and net longwave (dotted) fluxes oppose the surface forcing until the residual320

is zero (thick solid line) and equilibrium is reached.321

The atmospheric heat budget is denoted in red, with its fluxes evaluated using (6). The322

turbulent flux anomaly (dashed) is equal and opposite to the corresponding turbulent flux in323

the mixed layer budget (5). As the atmosphere warms initially, the import of heat from the324

ocean to the atmosphere drops, almost completely compensating the aerosol heating (thin325

solid line, Figure 4a). Note that the atmospheric warming is tiny, and potentially difficult326

to observe, but causes a significant offset of the surface forcing due to the sensitivity of the327

turbulent flux to small changes in the sea-air temperature difference. Subsequent to the328

initial warming, the residual or net flux imbalance (equal to δ ∂TA

∂t
and denoted by a thick329

solid line) becomes slightly negative so that the atmosphere cools together with the ocean330

over the longer coupled time scale (Figure 4b).331
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The total column ocean-atmosphere budget is shown in black, where the net imbalance332

(thick solid) is the difference between the outgoing longwave radiation (OLR, dotted) and333

the TOA forcing (thin solid). Initially, OLR increases as the atmosphere warms (Figure 4a),334

augmenting the TOA forcing, but on the longer coupled time scale, the atmosphere cools335

and OLR drops to oppose the forcing and restore balance (Figure 4b).336

In summary, the atmosphere with its small heat capacity warms rapidly in response to337

the aerosol heating. This reduces the net loss of heat by the ocean to the atmosphere, which338

offsets the surface forcing. The atmosphere and ocean cool together over the coupled time339

scale until the reduction of OLR at the top of the atmosphere balances the TOA forcing.340

The initial rapid compensation of nearly half of the surface forcing by the turbulent341

flux depends upon the initial warming of the atmosphere. Almost immediately, the ocean342

temperature tendency is far less than would result from the surface forcing alone. This343

compensation cannot be mimicked by a linear relaxation of the ocean temperature for two344

reasons. First, the ocean temperature would relax toward a value that depends only upon345

the surface forcing, inconsistent with Figure 2. Second, this relaxation would emerge over346

a slower time scale in proportion to the depth of the mixed-layer. Ocean models without347

an interactive atmosphere overestimate the initial response to surface forcing. The rapid348

atmospheric warming is due to aerosol heating. Only if this heating is small (as in the349

case of non-absorbing aerosols such as volcanic or tropospheric sulfates) can the atmospheric350

warming and initial offset of the surface forcing by the turbulent flux be neglected. This is351

shown in Figures 5 and 6 where the surface and TOA forcing are both -10 Wm−2 so that the352

atmospheric radiative divergence due to the aerosols is zero. The initial atmospheric warming353

is small, and the turbulent and longwave fluxes adjust to the surface forcing solely over the354

longer coupled time scale. The amplitude of the atmospheric mode (Ca) is negligible because355

FT,0−FS,0 is zero. While the equilibrium response of the atmosphere and ocean is ultimately356

dominated by the TOA forcing, both TA and TO respond initially to the forcing at the surface357

and decouple from FS,0 over the coupled time scale. Note also that the equilibrium response358
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is twice as large as in Figure 3 even though the surface forcing is the same, consistent with359

the TOA forcing that is two times larger, consistent with (22).360

The primary importance of forcing at TOA to the equilibrium response is illustrated361

by Figures 7 and 8, where forcing at the surface is specified to be strongly negative at -362

15 Wm−2, but the TOA value is positive at 5 Wm−2. This forcing might correspond to363

strongly absorbing aerosols like black carbon, although the absorption is probably excessive364

for dust particles. Despite the large reduction in radiation impinging upon the surface,365

the ocean cools negligibly in the first week (Figures 7a) before warming and exhibiting a366

positive temperature anomaly at equilibrium that is much larger in magnitude than the367

initial cooling. The ocean warms in spite of the negative surface forcing, because there is368

a large transfer of heat from the atmosphere to the ocean through the turbulent flux that369

ultimately results from the warming atmosphere (Figure 8a).370

b. Single Impulse Forcing (δ-function)371

Dust outbreaks and the associated radiative forcing over the tropical Atlantic result372

from intermittent wind erosion over upwind deserts. These discrete pulses of dust eventually373

merge downwind as a result of lateral mixing that creates a spatially continuous aerosol haze.374

However, near the African coast, the dust concentration increases intermittently with the375

passage of dusty air, and the associated radiative forcing can temporarily become several376

times higher than its background value.377

Here, we compute the response to an isolated outbreak, where the time-dependence of378

the forcing is idealized as a delta-function:379

FT = fT,0 δ(t),

FS = fS,0 δ(t) (27)

Expressing the forcing time-dependence as a delta-function assumes that the outbreak is380

limited to a duration that is short compared to the time scales of the response. This is381
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certainly true in comparison to the interannual coupled time scale. It is less valid for the382

more rapid atmospheric time scale, but our results will be shown to be insensitive to this383

idealization. We use lower case to denote the forcing parameters fT,0 and fS,0, which represent384

a forcing impulse and have units of an energy impinging on a unit area, to distinguish them385

from the case of steady forcing in the previous subsection where the forcing parameters FT,0386

and FS,0 have units of energy per unit area per unit time.387

Because the forcing is zero after the impulse at t = 0, the general solution at subsequent388

times is a combination of the two unforced solutions:389

TA = Ca exp(−λat) + Cc exp(−λct),

TO = Caαa exp(−λat) + Ccαc exp(−λct) (28)

The coefficients Ca and Cc depend upon the forcing at t = 0. To solve for them, we390

integrate equations (5) and (6) for the temperature of the mixed-layer and atmosphere over391

the duration of the forcing:392

Ps

g
Cp,a[TA(0+) − TA(0−)] = fT,0 − fS,0,

ρhCp,o[TO(0+) − TO(0−)] = fS,0. (29)

where 0− refers to the instant just before the arrival of the dust cloud, and 0+ refers to the393

moment immediately afterward, when the skies have cleared. If the ocean and atmospheric394

temperature are initially unperturbed, then TO(0−) and TA(0−) are zero, so that:395

Ca + Cc =
g

PsCp,a

(fT,0 − fS,0),

αaCa + αcCc =
fS,0

ρhCp,o

, (30)

which can be solved for Ca and Cc:396

Cc =
1

ρhCp,o(αa − αc)

[αa

δ
(fT,0 − fS,0) − fS,0

]

,

Ca =
1

ρhCp,o(αa − αc)

[

−
αc

δ
(fT,0 − fS,0) + fS,0

]

, (31)
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Note that according to (12) and (16), respectively, αc ∼ O(1) while αc ∼ O(δ). As in the397

case of steady forcing (Section 4.a.2), the initial amplitudes of the atmospheric and coupled398

modes can be shown to be proportional to fT,0 − fS,0 and fT,0, respectively for small δ.399

This means that beyond the initial few days following the onset of the forcing, after the400

atmospheric mode has decayed, forcing at TOA dominates the temperature response of both401

the ocean and atmosphere.402

The temperature response following a dust outbreak is shown in Figure 9. The forcing403

is applied only for a single instant, but the amplitude is equivalent to forcings of fT,0 =404

−5Wm−2 and fS,0 = −10Wm−2 averaged over one week. That is, a succession of isolated405

outbreaks occurring once per week would correspond to a time-averaged forcing of fT,0 =406

−5Wm−2 and fS,0 = −10Wm−2. The atmospheric response is shown in red, with the total407

response as a thick solid line, and the contributions of the atmospheric and coupled modes408

as dotted and dashed lines, respectively. The ocean response is depicted similarly but in409

blue.410

Following the outbreak, the atmosphere immediately warms, while the ocean cools (Fig-411

ure 9a). However, the warming of the atmosphere is short-lived. After a few days (the time412

scale of the damped atmospheric mode), the atmosphere cools below its original tempera-413

ture, and tracks the ocean cooling. Over the longer coupled time scale, both the ocean and414

atmospheric temperature anomalies decay toward their original values prior to the outbreak415

(Figure 9b).416

The energy budgets for the ocean, atmosphere and column are shown in Figure 10.417

After the outbreak (idealized here to occur instantaneously), the aerosol forcing is zero, and418

the ocean temperature tendency is determined entirely by the imbalance in the net surface419

flux. Heat transfer from the ocean to the atmosphere that occured prior to the outbreak is420

reduced (indicated by the blue dashed line representing a positive turbulent flux anomaly421

into the ocean), causing a rapid cooling of the initial atmospheric temperature anomaly and422

an increase in ocean temperature. After a few days, the net surface flux has been restored to423
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near its unperturbed value, and the tendency in both the ocean and atmospheric temperature424

anomalies is virtually indistinguishable from zero. Both temperatures asymptote back toward425

their unperturbed values but at a greatly reduced rate compared to the first few days after426

the outbreak.427

c. Intermittent Forcing By a Series of Instantaneous Dust Outbreaks428

We can use the response to a single dust outbreak to construct the response to a series429

of outbreaks. In general, the response to a single pulse of forcing at time t′ is:430

TA(t, t′) = Ca exp[−λa(t − t′)] + Cc exp[−λc(t − t′)],

TO(t, t′) = Caαa exp[−λa(t − t′)] + Ccαc exp[−λc(t − t′)], (32)

where Ca and Cc are given by the solution to (30). If the forcing consists of dust outbreaks431

at regular intervals ∆ starting at time t = 0, so that after the N+1st pulse at time t = N∆,432

the forcing is:433

FT =
N
∑

n=0

fT,nδ(t − n∆);

FS =

N
∑

n=0

fS,nδ(t − n∆) (33)

then the response is:434

TA(t) =
N
∑

n=0

Ca,n exp[−λa(t − n∆)] +
N
∑

n=0

Cc,n exp[−λc(t − n∆)],

TO(t) =

N
∑

n=0

Ca,nαa exp[−λa(t − n∆)] +

N
∑

n=0

Cc,nαc exp[−λc(t − n∆)]. (34)

where the coefficients Ca,n and Cc,n are related to the forcing parameters through fT,n and435

fS,n based upon equations analogous to (30).436

For simplicity, consider a series of identical outbreaks so that fT,n = fT,0 and fS,n = fS,0437

and the coefficients Ca,n and Cc,n are independent of n. Then, we can write TA as:438

TA(t) = Ca exp(−λat)

N
∑

n=0

exp(λan∆) + Cc exp(−λct)

N
∑

n=0

exp(λcn∆) (35)
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We use the identity
∑N

n=0
xn = xN+1

−1

x−1
and define G(a, N) ≡ ea

−e−aN

ea
−1

to write:439

TA(t) = Ca exp(−λatd)G(λa∆, N) + Cc exp(−λctd)G(λc∆, N) (36)

where td is the time since the most recent dust outbreak, so that td = t − N∆. Consider,440

for example, the last term on the right-hand side of (36) representing the accumulated effect441

of the coupled modes excited by successive outbreaks. The factor exp(−λctd) is related to442

the attenuation of the coupled mode since the most recent outbreak at T = N∆. This443

attenuation is nearly zero because the time since the most recent outbreak is negligible444

compared to the mode’s adjustment time scale λ−1

c .445

The atmospheric response TA to successive dust outbreaks given by (36) can be compared446

to the response following a single dust event (28). For the coupled mode, the effect of447

superposition is given by the term G(λc∆, N), which is plotted in Figure 11. Here, N∆ is448

the number of days separating the first and most recent dust outbreaks, and the horizontal449

axis (corresponding to λ∆N) is the number of modal time scales that have elapsed since450

the first outbreak. (Figure 11 is constructed by using λ = λc from the coupled mode.)451

Each dot represents a single outbreak. The term G is unity for N = 0 and for small N , G452

increases linearly as the number of outbreaks increases. Successive outbreaks reinforce each453

other, adding to the response. However, for ∆N ≥ λ−1

c (that is, for times longer than the454

coupled mode adjustment time), the response eventually saturates, asymptoting toward an455

upper bound of (λc∆)−1. (Note that (λc∆)−1 ≫ 1.) The response to additional outbreaks456

is canceled by the evanescence of the original outbreaks that are decaying as λ−1

c . One457

practical implication is that the response to a few dusty years (corresponding to the coupled458

time scale) is as large as the response to a longer-lasting dusty period.459

Reinforcement of the temperature response by repeated excitation of the atmospheric460

mode (the first term on the right side of eq. 36) is much smaller. This is because the time461

scale of the atmospheric mode is on the order of a few days. This is comparable to the462

spacing between observed outbreaks, so that the response forced by one outbreak has nearly463

vanished by the time the next outbreak occurs. Almost all of the growth of the response is464
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due to reinforcement by successive excitations of the coupled mode.465

Figure 12 shows the response to a succession of weekly dust outbreaks (so that ∆ =466

7 days). Each outbreak occurs only for a brief instant, but the time-averaged forcing is467

identical to the steady forcing case illustrated in Figure 3, where FT = −5Wm−2 and468

FS = −10Wm−2. The response grows gradually over the coupled mode time scale due to469

superposition of the response to successive outbreaks. The ultimate cooling is identical to470

that of the steady forcing case, reflecting the identical time-averaged forcing. Note that the471

ocean cools more steadily than the atmosphere, which shows a temporary warming after472

each outbreak. This is due to the higher thermal inertia of the ocean mixed-layer (reflected473

by the factor of δ in αa in eq. 16). While the overall cooling of the ocean and atmosphere is474

due to superposition of the coupled mode excited by successive outbreaks, the atmospheric475

mode causes a temporary warming of the atmosphere and a cooling of the ocean that rapidly476

decays.477

During NH summer, dust outbreaks are often organized by African waves (e.g. Karyam-478

pudi and Carlson 1988), so that successive outbreaks occur every few days, a period shorter479

than the 7 days interval used to calculate Figure 12. On the face of it, Figure 11 might480

suggest that more frequent events (whose recurrence interval ∆ is shorter) would lead to a481

larger eventual response (proportional to (λc∆)−1). However, if we decrease the time be-482

tween outbreaks while keeping the long-term average forcing the same, then the forcing per483

event (fT,0 and fS,0) should decrease in proportional to the interval ∆. Thus, for a given484

time-averaged forcing, the asymptotic temperature response (given by the product of fT,0485

and the asymptotic value of G(λ∆, N)) should be independent of the time between out-486

breaks. Moreover, the time required to reach equilibration should also be independent of the487

outbreak frequency, since according to the horizontal axis of Figure 11, this depends upon488

the time elapsed since the first outbreak (given by ∆N) compared to the coupled mode ad-489

justment time λ−1

c . For a given elapsed time, a greater outbreak frequency must be exactly490

offset by a greater number of outbreaks. In summary, for a given time-averaged forcing, the491
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eventual maximum temperature response and time required to reach it are independent of492

∆, the period between outbreaks.493

d. Succession of Dust Outbreaks With Gradual Onset494

Observed dust outbreaks over the eastern tropical Atlantic last for a day or two (Chiapello495

et al. 1999), and Figure 13 shows the response for a series of outbreaks where the forcing496

associated with each pulse varies in time according to497

h(t − t′, T ) =











0 t < 0

t−t′

T 2 exp[− t−t′

T
] t ≥ 0

. (37)

For each outbreak, starting at t = t′, the forcing increases up to time T , and decays gradually498

thereafter. If the outbreaks start at t = 0, and occur at uniform interval ∆, then the forcing499

after N + 1 outbreaks is:500

FT =

N
∑

n=0

fT,n

t − n∆

T 2
exp

[

−
t − n∆

T

]

;

FS =
N
∑

n=0

fS,n

t − n∆

T 2
exp

[

−
t − n∆

T

]

. (38)

To be consistent with the case of recurring but instantaneous outbreaks (Figure 13), fT,n501

and fS,n are chosen so that the time-averaged forcing is -5Wm−2 at TOA and -10Wm−2
502

at the surface. Figure 13 shows the response for T = 1day and outbreaks separated by503

∆ = 7days. (The solution is calculated numerically, although we give an exact, analytic504

solution in Appendix B.) The response resembles that shown in Figure 12, demonstrating505

that the main features of the realistic response are captured by our idealized case with506

instantaneously applied forcing. Both cases show an overall cooling trend, consistent with507

the TOA forcing. The atmospheric response peaks about a day after the maximum in forcing508

associated with each outbreak. The effect of extending the forcing duration (while keeping509

the time-averaged forcing unchanged) is to moderate the excitation of the atmospheric mode510

that is manifest as rapid atmospheric warming and ocean cooling following each outbreak.511

23



The dotted line in Figure 13 shows the ocean temperature calculated assuming that there512

is no surface energy exchange with the atmosphere. In this case, the ocean cools off far more513

rapidly. In contrast, the ocean temperature in the full model very quickly decouples from514

the surface forcing in order to come into balance with the TOA forcing, as described above.515

5. Discussion of Model Approximations516

a. Lateral redistribution of heat beyond the region of forcing517

Our model assumes that the atmosphere responds to dust radiative forcing without ex-518

changing energy beyond the region of forcing. However, the tropical atmosphere adjusts519

efficiently to localized forcing over a broad region due to its large Rossby radius of defor-520

mation compared to mid-latitudes (Yu and Neelin 1997). The tropic-wide response to El521

Niño is an example of heat redistribution that arises from an anomaly originally confined to522

the equatorial eastern Pacific (Klein et al. 1999; Sobel et al. 2002). Modeling studies show523

that the tropical atmosphere responds to aerosol radiative forcing by exchanging energy with524

regions outside of the aerosol cloud (Miller and Tegen 1999; Rodwell and Jung 2008).525

Our model is intended to interpret the change of SST in the eastern tropical Atlantic, a526

dusty environment where tropical cyclones form. Lateral heat redistribution to the remainder527

of the Tropics and mid-latitudes is potentially important. This process can be introduced528

into the model heuristically as a linear restoring term − 1

τD
TA in the heat budget of the529

atmosphere (6), where τD is the time scale for dynamical adjustment. Assuming as before530

that ǫ is near unity and that τK ≪ τA, τO, and also that τK ≪ τD, we can write:531

λc ≈
1

τA

+
1

τD

. (39)

This could have been anticipated on physical grounds, because in the absence of dynamics,532

adjustment of OLR (proportional to − 1

τA
TA) is the only way for a coupled atmosphere-ocean533

column that is opaque in the longwave to balance any forcing. The addition of dynamical534
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heat transport (also proportional to TA in our simple formulation) augments the adjustment535

by OLR in (6). The coupled-mode time scale in the presence of dynamics is:536

λ−1

c ≈
τAτD

τA + τD

, (40)

which can be compared to λ−1

c ≈ τA in (9), calculated in the absence of dynamics. In537

Appendix A, we estimate that τA = 332 days. Following the development of an El Niño538

event in the Pacific, tropical temperature responds in other oceans with a lag ranging from539

three to six months (Klein et al. 1999; Sobel et al. 2002). The effect of this is to reduce the540

coupled-mode time scale to between roughly 70 to 120 days, compared to the value of 222 days541

calculated in Appendix A in the absence of dynamics. However, this time scale remains542

longer than that of the atmospheric mode, suggesting that during most of its adjustment, the543

temperature response is dominated by the coupled mode, whose amplitude is approximately544

proportional to the TOA forcing.545

An additional effect of lateral mixing is to reduce the magnitude of the equilibrium per-546

turbation to the atmospheric temperature. This can be seen by analogy to (22). A smaller547

temperature perturbation is needed to compensate the forcing if heat can be exchanged by548

both lateral transport and longwave emission, compared to the effect of the latter acting549

alone. Lateral transport reduces the equilibrium temperature, but not the initial warm-550

ing associated with the atmospheric mode, whose reduction of the surface turbulent and551

longwave fluxes strongly offsets the surface aerosol forcing.552

b. Vertical mixing and coupling of boundary layer and free tropospheric temperature553

Deep convection drives the tropical lapse-rate toward a moist adiabat (Betts 1982; Xu554

and Emanuel 1989), but between convective events when dry and warm mid-tropospheric555

air subsides into the boundary-layer, an inversion typically forms (Augstein et al. 1974).556

Over the eastern tropical Atlantic, the inversion is reinforced by the arrival of the Saharan557

Air Layer (Carlson and Prospero 1972). Within the main development region of Atlantic558
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tropical cyclones, the inversion is eventually disrupted by the return of deep convection, and559

during NH summer, the passage of the ascending phase of an African wave typically restores560

the moist adiabat every few days (Karyampudi and Carlson 1988). This causes tropical561

soundings to alternate between a near-moist adiabat and soundings with a strong inversion562

at the top of the boundary layer Dunion and Velden (2004); Dunion and Marron (2008);563

Dunion (2011).564

That convection is inhibited by the arrival of the SAL (Wong and Dessler 2005), when565

dust radiative forcing is largest, requires closer examination of our model assumption that the566

troposphere is always well-mixed. Vertical mixing is central to our model behavior because567

air at the surface is rapidly warmed by heating of the aerosol layer. The warmed surface568

air transfers heat into the ocean through the turbulent and longwave fluxes, opposing the569

aerosol forcing at the surface, which is subsequently replaced in importance by the TOA570

forcing that controls the surface air temperature. Thus, opposition to the surface forcing571

depends upon the ability of the atmosphere to mix heat from the dust layer down to the572

surface.573

To see the effect of the SAL on our model, we carry out a thought experiment and divide574

the troposphere into separate layers representing the boundary layer and free troposphere,575

respectively. We consider two limiting cases where the dust and the associated forcing576

during an outbreak are concentrated entirely within the boundary layer, or else in the free577

troposphere within the SAL. If the dust layer and forcing are confined to the boundary578

layer, the surface air would warm more rapidly compared to the atmospheric time scale of579

our original model (13), because the boundary layer has only a fraction of the mass of the580

entire tropospheric column. In this case, SST would decouple from the surface forcing more581

quickly than in our original model due to the more rapid warming of the boundary layer and582

surface air.583

For the case of the aerosol heating confined to the SAL within the free troposphere,584

vertical mixing would be initially inhibited due to the strong inversion created by the aerosols.585
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This would delay warming of the surface, allowing the surface forcing to cool the ocean586

without opposition from the anomalous turbulent and longwave fluxes. Within a few days,587

the arrival of convection associated with the disturbed phase of an African wave would break588

down the inversion (Augstein et al. 1974), mixing heat from the free troposphere down to589

the surface. SST would decouple from the surface forcing in proportion to the strength of590

this mixing. For this case, the inhibition of deep convection by the SAL would extend the591

duration within which surface forcing was the predominant control upon SST.592

Near the African coast, summertime dust concentration is highest in the free troposphere.593

However, the mass of dust falls off downwind over the Atlantic, due to setting of particles594

into the boundary layer, and eventually the ocean. Thus, dust and its radiative forcing are595

increasingly concentrated within the boundary layer as the aerosol crosses the Atlantic, and596

this would reduce the influence of the surface forcing upon SST, even if mixing across the597

inversion were completed inhibited.598

The key uncertainty here is the rate at which heat is mixed down from the SAL within599

the free troposphere. Vertical mixing is difficult to parameterize within a simple model600

since it depends in a complicated way upon the dynamics of convection and the large-601

scale circulation, along with their interaction with dust radiative heating. This uncertainty602

suggests that models of the SST response to dust radiative forcing need to represent this603

process with fewer assumptions and with greater complexity than allowed by our simple604

model. However, if heat is mixed down on a time-scale that is short compared to the605

coupled time scale λ−1

c (on the order of a few months), then the results of our original model606

should be largely unmodified, since the surface forcing has little time to cool the ocean, due607

the large inertia of the latter. In this case, temperature anomalies in the atmosphere and608

ocean will be controlled primarily by TOA forcing during most of their adjustment.609
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6. Conclusions610

We have calculated how temperature adjusts to radiative forcing in a simple coupled611

ocean-atmosphere model. As previously noted (e.g. Cess et al. 1985), the atmospheric tem-612

perature in the new equilibrium is determined primarily by the forcing at TOA, and surface613

forcing has only a secondary influence (Figure 2). Our model shows additionally that TOA614

forcing has a primary influence not only upon the equilibrium value of atmospheric temper-615

ature, but during nearly the entire approach to equilibrium. This is because the transient616

atmospheric mode decays rapidly (within a few days), leaving only the coupled mode that617

is excited approximately in proportion to the TOA forcing. Forcing at TOA is also a strong618

constraint upon the ocean temperature as well, as a result of heat transfer through the619

surface turbulent and net longwave fluxes.620

The primacy of TOA forcing to the ocean temperature results even though only forcing621

at the surface is present in the mixed-layer energy budget (5). Surface forcing is rapidly622

replaced in importance by TOA forcing within a few days after the forcing onset, after623

the atmosphere has adjusted to aerosol forcing. This adjustment perturbs the exchange of624

heat between the ocean and atmosphere, which opposes the surface forcing. This exchange625

is particularly important for absorbing aerosols that warm the atmosphere while reducing626

the net radiative flux into the surface. Despite a strong reduction of radiation into the627

ocean surface, SST rises in response to positive TOA forcing (Figure 7). This is because628

the atmosphere must warm so that the forcing can be balanced by OLR, and this warming629

causes heating of the ocean through the turbulent and longwave surface fluxes.630

In some studies, the influence of the atmosphere and surface heat flux upon SST are631

represented as a relaxation process proportional to the ocean temperature anomaly TO,632

with relaxation on a time scale proportional to the mixed layer heat capacity. Our results633

suggest two problems with this representation. First, the ocean temperature adjusts only634

to the surface forcing (since the TOA forcing is omitted from the model in the absence of635

a budget for the atmosphere). This is in contradiction to the primary dependence of SST636
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upon forcing at TOA in Figure 2. Second, our model shows that the anomalous surface flux637

becomes important on a time scale related to the atmospheric heat capacity that is rapid638

compared to any realistic relaxation time constructed from the much larger mixed-layer heat639

capacity. In technical terms, the contribution kTA makes the largest initial contribution to640

the turbulent flux k(TA − TO) and this contribution is omitted when the flux is represented641

solely in terms of the ocean temperature anomaly. Models of ocean temperature that omit642

the response of the atmosphere to the aerosol forcing will overestimate the influence of643

forcing at the surface. Beyond a few days following the onset of aerosol forcing (a duration644

determined by the time scale of the atmospheric mode), both the sign and magnitude of the645

temperature response by the ocean and atmosphere are determined primarily by the forcing646

at TOA. Only within a few days of forcing onset does the surface forcing solely influence the647

ocean temperature. Even within this initial period, the tendency of SST remains small due648

to the large mixed-layer heat capacity.649

One practical implication of our model is that any calculation of the ocean temperature650

change by observed trends in dust aerosols needs to account for the TOA forcing and the651

atmospheric response. Only if the atmospheric temperature anomaly is small (correspond-652

ing to small atmospheric radiative divergence by the forcing, for example by non-absorbing653

aerosols) is the negative feedback by the net surface heat flux negligible. For the example654

of the SST trend forced by industrial sulfates or volcanic aerosols, the omission of the TOA655

forcing might be justified quantitatively. However, this doesn’t change the primary contri-656

bution of the TOA forcing to the ocean response. In this example, the TOA and surface657

values are identical so that the primacy of the TOA forcing is obscured.658

Our coupled model is limited by certain approximations. For example, the model can-659

not respond to aerosol radiative forcing by redistributing energy beyond the forcing region;660

forcing at TOA can be balanced only by adjusting OLR. For an atmosphere that is nearly661

opaque to longwave radiation, this tightly couples the TOA forcing to atmospheric temper-662

ature. If lateral redistribution of energy is represented as a relaxation process, then this663
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transport augments the OLR anomaly and shortens the adjustment time. Nonetheless, for664

a nearly opaque atmosphere, TOA forcing continues to control both the atmospheric and665

ocean temperatures over most of their approach to equilibrium.666

We also assume that the atmosphere moves energy instantaneously between the surface667

and the upper troposphere where most of the longwave radiation to space occurs. Our668

assumption is most valid in convecting regions (where tropical cyclones are observed to669

develop), as departures from a moist adiabatic lapse-rate are small (Betts 1982; Xu and670

Emanuel 1989). However, observations show that dust aerosols within the SAL suppress671

convection and vertical mixing (Dunion and Velden 2004; Wong and Dessler 2005). The672

replacement of the surface forcing with the TOA value in determining the evolution of673

the forced temperature anomaly depends upon heating of the surface air by aerosols, and674

thus vertical mixing of energy between the aerosol layer and the surface. It is difficult to675

represent this mixing in our simple model, and we identify this process as a key uncertainty.676

The rapid feedback displayed by our simple model, where the net surface heat flux between677

the atmosphere and ocean opposes and rapidly reduces the influence of the surface forcing678

depends upon this mixing being fast compared to the coupled mode time scale. This does679

not seem like a restrictive assumption in the Atlantic Main Development Region for tropical680

cyclones, where the column is mixed by deep convection every few days, but our model681

behavior should be tested with a more realistic model.682

Our model lacks feedbacks by atmospheric water vapor and the vertical lapse-rate, both683

of which combine to amplify the effect of an initial forcing, according to more comprehensive684

models (Soden and Held 2006). These processes not only increase the magnitude of the685

temperature response in our model, but also lengthen the adjustment time scales of the686

unforced modes (Hansen et al. 1985). Because of the limitations of our simple model, we687

have not emphasized the magnitude of the temperature response to dust aerosol forcing688

(which itself is uncertain). We are currently using a general circulation model to calculate689

the temperature response to dust which avoids some of the more restrictive approximations in690
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our model. Nonetheless, we believe that the primary importance of TOA forcing throughout691

most of the temperature adjustment is robust, since this result depends on the disparate692

adjustment time scales of the atmospheric and coupled modes.693

Our results indicate that the influence of dust aerosols upon tropical cyclones through694

changes in SST should be tested with a model that is more comprehensive than an energy695

budget for the ocean mixed-layer, where surface fluxes are independent of the atmospheric696

state. The use of an atmospheric general circulation model to test the effect of dust upon697

SST would have the additional benefit of allowing a broader range of interactions between698

dust and tropical cyclones, possibly suggesting additional hypotheses to account for their699

observed anticorrelation. Dust may inhibit tropical cyclones through other mechanisms that700

we have not addressed here.701
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APPENDIX A708

709

Numerical Values710

We specify the thermal inertia of the atmosphere using Cp,a = 1004 J kg−1 K−1, tro-711

pospheric depth Ps = 800 hPa, and g = 9.81m s−2. The ocean thermal inertia is com-712

puted assuming that the mixed-layer has a heat capacity of Cp,o = 4000 J kg−1 K−1, density713

ρ = 103 kgm−3, and depth h = 20m. The mixed-layer depth is chosen to be characteristic of714

shallow values found during NH summer in the eastern tropical Atlantic, a location of tropi-715

cal cyclone development during this season. Larger mixed layers would lengthen the coupled716

time scale and slow the adjustment. For our chosen values, the ratio of the atmospheric to717

ocean thermal inertia δ = Ps

ρgh

Cp,a

Cp,o
= 0.10 and decreases as the mixed-layer deepens toward718

the Caribbean to the west.719

To calculate the longwave relaxation time scales τO and τA for the ocean and atmosphere,720

respectively, we specify unperturbed temperatures of T̄O = 300K and T̄A = 260K. Further-721

more, we assume that the longwave broadband opacity ǫ equals 0.7 so that most radiation722

comes from the atmosphere rather than the ocean surface. Then, τO = ρhCp,o

4σT̄ 3
O

= 151 days723

and τA = ρhCp,o

ǫ4σT̄ 3
A

= 332 days.724

To derive τK , the relaxation time scale for the anomalous turbulent flux, which is the725

sum of the anomalous fluxes of sensible and latent heat S +LE, we use the common param-726

eterizations:727

Ŝ = Cp,aρaCD|us|(T̂O − T̂A,S)

LÊ = LρaCD|us|[q̂A − q∗(T̂O)]. (A1)

Here the ‘hat’ symbol (̂ ) indicates the total value of a variable, including both its un-728

perturbed and anomalous components, so that T̂O = T̄O + TO, for example. In (A1), ρa729
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is the density of air at the surface, equal to 1.3 kgm−3, CD = 10−3 is a bulk coefficient,730

us = 7ms−1 is a typical value of the surface wind speed, T̂A,S is the surface air temperature,731

L = 2.5× 105 J kg−1 is the latent heat of vaporization, q̂A is the surface air specific humidity732

and q∗ is the saturation specific humidity evaluated at the sea surface temperature T̂O. We733

can linearize both of these formulas assuming that the surface air temperature anomaly TA,S734

is equal to the anomalous atmospheric temperature TA. Then:735

S = Cp,aρaCD|us|(TO − TA)

LE = LρaCD|us|[r
dq∗

dT
(TO − TA) + (1 − r)TA] (A2)

where r is the surface relative humidity (expressed as a fraction), and dq∗

dT
is evaluated at the736

unperturbed surface air temperature, taken as T̄A,S = 298K. We assume that the surface737

relative humidity is large (i.e. near unity) and neglect the last term in the parameterization738

of latent heat, although Xian (2008) shows that this can be important in some circumstances.739

Then, we can write the total turbulent heat flux as:740

LE + S = Cp,aρaCD|us|

(

1 +
L

Cp,a

dq∗

dT

)

(TO − TA) ≡ k(TO − TA) (A3)

so that the turbulent efficiency k = 37Wm−2 K−1 and τK = 25 days. Note that while each741

of τA, τO, and τK increase with the mixed-layer depth h, the ratio of the time scales (and the742

comparative restoring efficiency of radiation and turbulent heat transfer) are independent of743

this depth.744

These numerical values are used in the calculations shown in the figures, and correspond745

to relaxation times of the coupled and atmospheric modes equal to λ−1

c = 222 days and746

λ−1

a = 2 days, respectively.747

We have chosen ǫ = 0.7 to represent an atmosphere that is partly transparent in the748

longwave (allowing some radiation emitted by the surface to escape to space), but with most749

outgoing longwave emitted by the atmosphere. To facilitate physical interpretation of the750

equations, we occasionally set the longwave opacity ǫ equal to one to simplify the algebra.751

Our model is highly idealized, but its behavior described in this article depends mainly upon752
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the fact that δ is small. That is, the ocean mixed-layer has much greater thermal inertia753

than the atmosphere.754

The input parameters and derived constants are summarized in Table 1.755

APPENDIX B756

757

Solution For Gradually Applied Forcing758

To derive the evolution of the coupled atmosphere and ocean in response to forcing with759

arbitrary time-dependence, we write (5) and (6) in matrix form:760

∂

∂t
T = AT + f (B1)

where:761

T =







TA

TO






, (B2)

762

A =







−
(

1

τK
− 2

τA

)

1

δ

(

1

τK
+ ǫ

τO

)

1

δ

1

τK
+ 1

τA
− 1

τK
− 1

τO






,

and763

f =







1

δ
FT−FS

ρhCp,o

FS

ρhCp,o






. (B3)

In Section 3, we found the unforced modes that correspond to the eigenvalues and eigenvec-764

tors of A. That is:765

AE = EΛ or A = EΛE−1 (B4)

where766

Λ =







−λc 0

0 −λa






, (B5)
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is a diagonal matrix containing the eigenvalues of A, given approximately by (9) and (13),767

and the matrix E768

E =







1 1

αc αa






, (B6)

contains the eigenvectors that are linearly independent.769

Then we can write the general solution T in terms of the eigenvectors:770

T = EX, (B7)

so that X satisfies771

∂

∂t
X = ΛX + E−1f (B8)

The advantage of (B8) over (B1) is that the former consists of uncoupled first-order equations772

that can be solved individually for the elements of X. Given X, we can invert (B7) to solve773

for the ocean and atmospheric temperature anomalies as they evolve in response to the774

forcing.775

Consider a single episode of forcing that increases gradually starting at time t′ over a776

duration T before decaying gradually, as given by (37):777

FT = fT,0 h(t − t′, T ),

FS = fS,0 h(t − t′, T ). (B9)

Then, defining:778

g(t, T, λ) ≡
1

(1 − λT )2

{

exp(−λt) −

[

1 + (1 − λT )
t

T

]

exp

(

−
t

T

)}

, (B10)

we can write the solution for the evolution of the atmospheric and ocean temperature re-779

sponse as:780

TA = Ccg(t − t′, T, λc) + Cag(t− t′, T, λa)

TO = Ccαcg(t − t′, T, λc) + Caαag(t − t′, T, λa) (B11)

where Cc and Ca are given by (31).781
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Figure 14 shows the temperature response during the first ten days for different onset782

intervals T . Again, fT,0 and fS,0 are chosen so that the forcing equals -5Wm−2 at TOA and783

-10Wm−2 at the surface when averaged over the first week. For T = 0 days, the forcing is784

a single impulse applied instantaneously as in Section 4.2, and the solution is identical to785

that given in Figure 9. For forcing that increases gradually over one-half day (T = 0.5) and786

one day (T = 1), respectively, the atmospheric warming is increasingly muted. In contrast,787

the ocean cooling is less sensitive to the duration of the forcing increase, and within a week,788

both the atmosphere and ocean have cooled compared to their unperturbed values, which are789

slowly restored over the coupled time scale λ−1

c . In summary, a gradual increase in forcing790

(compared to an instantaneous impulse) reduces the initial atmospheric warming and ocean791

cooling, but the response over the longer coupled time scale is essentially independent of792

how abruptly the forcing is applied.793

For a series of outbreaks that increase over T = 1day and are separated by a week, the794

solution (B11) equals that plotted in Figure 13.795
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Table 1. Input parameters and derived quantities.

V ariable Symbol V alue

Input parameters for atmos.
Specific heat of air Cp,a 1004 J kg−1 K−1

Tropospheric depth Ps 800 hPa
Gravity g 9.81 m s−2

Unperturbed tropos. T T̄A 260 K
Unperturbed surf. air T T̄A,S 298 K
Surf. density of air ρa 1.3 kgm−3

Bulk coefficient CD 10−3

Surf. wind speed us 7 m s−1

Latent heat of vapor. L 2.5 × 105 J kg−1

Turb. efficiency k 37 Wm−2 K−1

Tropos. LW emissivity ǫ 0.7
Input parameters for ocean

Specific heat of seawater Cp,o 4000 J kg−1 K−1

Seawater density ρ 103 kgm−3

Mixed-layer depth h 20 m
Unperturbed ocean T T̄O 300 K

Derived ratio of thermal inertia
Ratio (atmos. to ocean) δ 0.10

Derived adjustment time scales
Ocean τO 151 days
Tropos. τA 332 days
Turb. flux τK 25 days

Derived modal time scales
Coupled mode λ−1

c 222 days
Atmos. mode λ−1

a 2 days
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List of Figures900

1 Schematic of simple coupled model. 47901

2 Equilibrium response of anomalous air temperature TA,E, ocean temperature902

TO,E (both with contour interval of 1 K) and the sea-air difference TO,E−TA,E903

(contour interval of 0.1 K) as a function of forcing at TOA (FT ) and the surface904

(FS). Positive contours are solid, and negative contours are dashed. The thick905

solid contour corresponds to zero. 48906

3 Anomalous atmospheric (red) and ocean (blue) temperature during the first907

a) 30 days after the onset of forcing, and b) 365 days. The forcing is -5Wm−2
908

at TOA and -10Wm−2 at the surface. The total response is depicted by the909

heavy solid line. The equilibrium response is given by the thin solid line. The910

ephemeral contributions of the atmospheric and coupled modes, proportional911

to Ca exp(−λat) and Cc exp(−λct) respectively, are given by the dotted and912

dashed lines. 49913

4 Anomalous energy budgets during the first a) 10 days after the onset of forcing,914

and b) 500 days. The forcing is -5Wm−2 at TOA and -10Wm−2 at the915

surface. In blue are fluxes comprising the surface energy budget according916

to (5): turbulent heat transfer from the atmosphere to the ocean (dashed),917

net longwave radiation (dotted), the surface forcing (thin solid), and their918

residual (thick solid). In red are the contributions to the atmospheric energy919

budget: turbulent heat transfer from the ocean to the atmosphere (dashed),920

net longwave cooling (dotted), aerosol heating (thin solid), and their residual921

(thick solid). In black is the energy budget at the top of the atmosphere:922

outgoing longwave radiation (dotted), forcing at TOA (thin solid), and their923

residual (thick solid). All fluxes have units of Kday−1. 50924

5 Same as Figure 3, but with forcing of -10Wm−2 at both TOA and the surface925

(so that the corresponding atmospheric radiative divergence is zero). 51926
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6 Same as Figure 4, but with forcing of -10Wm−2 at both TOA and the surface927

(so that the corresponding atmospheric radiative divergence is zero). 52928

7 Same as Figure 3, but with forcing of 5Wm−2 at TOA and -15Wm−2 at the929

surface. 53930

8 Same as Figure 4, but with forcing of 5Wm−2 at TOA and -15Wm−2 at the931

surface. 54932

9 Anomalous atmospheric (red) and ocean (blue) temperature during the first933

a) 10 days after the onset of forcing, and b) 500 days. The forcing consists934

of a single delta-function impulse applied for a single instant, equivalent to935

TOA forcing of -5Wm−2 and surface forcing of -10Wm−2 were both applied936

for one week. The total response is depicted by the heavy solid line. The937

ephemeral contributions of the atmospheric and coupled modes, proportional938

to Ca exp(−λat) and Cc exp(−λct) respectively, are given by the dotted and939

dashed lines. 55940

10 Anomalous energy budgets corresponding to the anomalies in Figure 9 during941

the first a) 10 days after an isolated dust outbreak, and b) 500 days. In blue are942

fluxes comprising the surface energy budget according to (5): turbulent heat943

transfer from the atmosphere to the ocean (dashed), net longwave radiation944

(dotted), and their residual (thick solid). In red are the contributions to945

the atmospheric energy budget: turbulent heat transfer from the ocean to946

the atmosphere (dashed), net longwave cooling (dotted), and their residual947

(thick solid). In black, is the energy budget at the top of the atmosphere948

consistently solely of outgoing longwave radiation (dotted). All fluxes have949

units of Kday−1. 56950
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11 The function G(λ∆, N), representing the growing response to a succession951

of N dust outbreaks. Each dot corresponds to a single outbreak, which are952

separated in time by duration ∆ (here, equal to one week). λ−1 gives the953

decay time scale of either the atmospheric or coupled mode. For this example,954

λ−1 = 223 days, corresponding to the coupled mode. The gray, horizontal line955

is the asymptotic value (λ∆)−1. 57956

12 As in Figure 9 but for a succession of dust outbreaks separated by a time957

interval ∆ = 7days. 58958

13 As in Figure 12 but where the instantaneous forcing is replaced by forcing that959

is short-lived but of non-zero duration (and decays with a one-day e-folding960

time). The dotted line shows the ocean temperature response in the absence961

of coupling by the surface turbulent and radiative fluxes. 59962

14 Response during the first ten days to a single dust outbreak where the dust963

concentration and forcing increase gradually as described by (B9). The at-964

mospheric and ocean temperature anomalies are shown in red and blue re-965

spectively. The atmospheric forcing (equal to the difference of the TOA and966

surface values) is depicted with a black dotted line, while surface forcing of967

the ocean is a black solid line. The response is shown for three different onset968

durations: T = 0, 0.5, and 1 days. For T = 0, the forcing is zero at all times969

except at t = 0. 60970
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Fig. 1. Schematic of simple coupled model.
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Fig. 2. Equilibrium response of anomalous air temperature TA,E, ocean temperature TO,E

(both with contour interval of 1 K) and the sea-air difference TO,E − TA,E (contour interval
of 0.1 K) as a function of forcing at TOA (FT ) and the surface (FS). Positive contours are
solid, and negative contours are dashed. The thick solid contour corresponds to zero.
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Fig. 3. Anomalous atmospheric (red) and ocean (blue) temperature during the first a)
30 days after the onset of forcing, and b) 365 days. The forcing is -5Wm−2 at TOA and
-10Wm−2 at the surface. The total response is depicted by the heavy solid line. The
equilibrium response is given by the thin solid line. The ephemeral contributions of the
atmospheric and coupled modes, proportional to Ca exp(−λat) and Cc exp(−λct) respectively,
are given by the dotted and dashed lines.
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Fig. 4. Anomalous energy budgets during the first a) 10 days after the onset of forcing,
and b) 500 days. The forcing is -5Wm−2 at TOA and -10Wm−2 at the surface. In blue are
fluxes comprising the surface energy budget according to (5): turbulent heat transfer from the
atmosphere to the ocean (dashed), net longwave radiation (dotted), the surface forcing (thin
solid), and their residual (thick solid). In red are the contributions to the atmospheric energy
budget: turbulent heat transfer from the ocean to the atmosphere (dashed), net longwave
cooling (dotted), aerosol heating (thin solid), and their residual (thick solid). In black is the
energy budget at the top of the atmosphere: outgoing longwave radiation (dotted), forcing
at TOA (thin solid), and their residual (thick solid). All fluxes have units of Kday−1.
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Fig. 5. Same as Figure 3, but with forcing of -10Wm−2 at both TOA and the surface (so
that the corresponding atmospheric radiative divergence is zero).
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Fig. 6. Same as Figure 4, but with forcing of -10Wm−2 at both TOA and the surface (so
that the corresponding atmospheric radiative divergence is zero).
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Fig. 7. Same as Figure 3, but with forcing of 5Wm−2 at TOA and -15Wm−2 at the surface.
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Fig. 8. Same as Figure 4, but with forcing of 5Wm−2 at TOA and -15Wm−2 at the surface.
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Fig. 9. Anomalous atmospheric (red) and ocean (blue) temperature during the first a) 10
days after the onset of forcing, and b) 500 days. The forcing consists of a single delta-
function impulse applied for a single instant, equivalent to TOA forcing of -5Wm−2 and
surface forcing of -10Wm−2 were both applied for one week. The total response is depicted
by the heavy solid line. The ephemeral contributions of the atmospheric and coupled modes,
proportional to Ca exp(−λat) and Cc exp(−λct) respectively, are given by the dotted and
dashed lines.
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Fig. 10. Anomalous energy budgets corresponding to the anomalies in Figure 9 during the
first a) 10 days after an isolated dust outbreak, and b) 500 days. In blue are fluxes comprising
the surface energy budget according to (5): turbulent heat transfer from the atmosphere to
the ocean (dashed), net longwave radiation (dotted), and their residual (thick solid). In red
are the contributions to the atmospheric energy budget: turbulent heat transfer from the
ocean to the atmosphere (dashed), net longwave cooling (dotted), and their residual (thick
solid). In black, is the energy budget at the top of the atmosphere consistently solely of
outgoing longwave radiation (dotted). All fluxes have units of Kday−1.
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Fig. 11. The function G(λ∆, N), representing the growing response to a succession of N

dust outbreaks. Each dot corresponds to a single outbreak, which are separated in time by
duration ∆ (here, equal to one week). λ−1 gives the decay time scale of either the atmospheric
or coupled mode. For this example, λ−1 = 223 days, corresponding to the coupled mode.
The gray, horizontal line is the asymptotic value (λ∆)−1.
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Fig. 12. As in Figure 9 but for a succession of dust outbreaks separated by a time interval
∆ = 7days.
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Fig. 13. As in Figure 12 but where the instantaneous forcing is replaced by forcing that
is short-lived but of non-zero duration (and decays with a one-day e-folding time). The
dotted line shows the ocean temperature response in the absence of coupling by the surface
turbulent and radiative fluxes.
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Fig. 14. Response during the first ten days to a single dust outbreak where the dust
concentration and forcing increase gradually as described by (B9). The atmospheric and
ocean temperature anomalies are shown in red and blue respectively. The atmospheric
forcing (equal to the difference of the TOA and surface values) is depicted with a black
dotted line, while surface forcing of the ocean is a black solid line. The response is shown
for three different onset durations: T = 0, 0.5, and 1 days. For T = 0, the forcing is zero at
all times except at t = 0.
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